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Numerical study of a rotating fluid in a spheroidal container
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Abstract

The motion of an incompressible, viscous rotating fluid contained in a spheroidal container is studied by a direct

numerical simulation in an oblate spheroidal coordinate system. An appropriate formalism is first derived which allows

us to expand any scalar field in spherical harmonics and to decompose any vector field into its sphero-poloidal and

sphero-toroidal scalar parts. The spinover mode is then considered, by linearizing the equation of motion for the fluid.

Boundary conditions specific of the spheroidal geometry are explicited. Finite difference method for the sphero-radial

component and spherical harmonics expansion for angular components are considered. A few numerical results are

given about the viscous effects on the spinover mode, for different eccentricities of the container, in good agreement with

the analytical solution given in the literature.
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1. Introduction

The response of a rotating viscous, incompressible fluid to the precession of its container has been

subject of numerous studies since the early 20th century, when Poincar�e calculated the effects of the Earth�s
precession on the motion of its inner liquid core [1]. The spheroidal geometry of the rigid boundary of the

latter was explicitly considered, giving rise to specific effects on the Earth�s nutation compared to the case of
a spherical container, but viscosity was neglected. Viscosity was later considered as a correction of the non-

viscous modes, with a special attention to the critical regions of the Ekman layer [2–4]. Later, following

these early fundamental analytical approaches, numerical studies have been developed [5,6]. Indeed, such

simulations are needed to go further into our knowledge of the phenomena and to explain experimental
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results where fluid instabilities and turbulence are observed and reveal non-linear effects [7–9]. The role of

precession (and convection) for the generation of the geomagnetic field in rotating bodies has also been

discussed in detail [10,11].
Most of the numerical studies of rotating fluids have been developed in a spherical geometry, because of

its relative simplicity. It has been the case of some geomagnetic applications [11–14]. Using a more realistic

coordinate system appears, however, highly desirable, because natural bodies or cavities are often ellip-

soidal rather than spherical. Such an approach has been used for studying kinematic dynamo models in a

spheroidal galaxy [15]. More recently, a spheroidal symmetry has been considered for some geophysical

applications [16–18]. In the latter approach, a coordinate transformation was performed in order to replace

the ellipsoidal volume by a spherical one, for which a distorted equation of motion was used. As well, a

solid inner core was included, allowing to avoid singularities at r ¼ 0.
In the present work, equation of motion of a rotating, viscous, incompressible fluid within a spheroidal

container is directly treated in real space by using an appropriate set of coordinates, namely the oblate

spheroidal coordinate system. Within this system, an extension of the spherical Mie representation of a

vector field [19] is first considered: a solenoidal vector field (here the velocity field) is decomposed into the

sum of two unique vectors which are themselves derived from two scalar fields, namely the sphero-poloidal

and the sphero-toroidal ones. As for the spherical symmetry, this Mie-like representation allows one to

work with only two scalar fields instead of the three velocity components, once the pressure has been

eliminated from the equations. In addition, an appropriate spherical harmonic expansion is used for the
angular part of these spheroidal scalar fields, while a discretization is performed for their sphero-radial

component.

In a first step, precession is not included so that the problem is linear. As well, no inner core is con-

sidered. Section 2 is devoted to the mathematical developments within the oblate spheroidal coordinate

system, in particular the Mie-like representation of a vector field and its properties. Then the equation of

motion is rewritten as a function of both spheroidal scalar fields and the boundary conditions are explicited

(Section 3). In Section 4, as a test of our numerical procedure, the time evolution of the ð2; 1; 1Þ Poincar�e
(spinover) mode, which consists of a nearly rigid rotation about an equatorial axis, is followed for different
values of eccentricity and Ekman number, and compared with analytical predictions given in the literature

[4]. Perspectives are given in the last section.
2. The oblate spheroidal coordinate system

2.1. Definition

A coordinate system which appears to be particularly appropriate to the present study (spheroidal

container, no inner core) is the oblate spheroidal system, related to the cartesian one by the relations:
x ¼ a cosh l sin h cosu;
y ¼ a cosh l sin h sinu;
z ¼ a sinh l cos h;

8>><
>>: with

lP 0;
06 h6 p;
06u < 2p;

8<
: ð1Þ
where a is the distance between the origin and the circle of foci within the equatorial plane [20]. Within this

system, the constant-l surfaces are ellipsoids with eccentricity e ¼ 1= cosh l , while the constant-h surfaces

are one-sheet hyperboloids which, for large l values, become asymptotically cones of revolution around the
z-axis with a half-aperture h (see Fig. 1). Some useful formulae are gathered in Appendix A.
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Fig. 1. Sketch of the spheroidal coordinate system (l; h;u) in a meridian plane: F is the focus; solid line: constant l curve; dotted line:

constant h curve; dashed line: asymptote of the constant h curve for large l values; note that the spherical colatitude of the asymptote is

equal to the spheroidal colatitude of M.
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2.2. Spherical harmonic expansion

The usual expansion of a function f ðl; h;uÞ defined on a spheroidal surface l¼ constant in spherical

harmonics Y m
l ðh;uÞ is not directly valid here because the spheroidal colatitude h is not the true spherical

angle of M. Considering the true spherical angle hS is possible but extremely tedious because h and l are

coupled in the expression of hS (see Eq. (A.1)). Another possibility is considering the following point

transformation TP:

ðl; h;uÞ ! ðx0; y 0; z0Þ;

where the cartesian coordinates ðx0; y0; z0Þ are defined as:

x0 ¼ a
2
el sin h cosu;

y0 ¼ a
2
el sin h sinu;

z0 ¼ a
2
elcosh:

8<
: ð2Þ

The image of a spheroid l¼ constant is then a sphere obtained by a contraction in the ðx; yÞ-plane together
with an expansion along the z-axis. The interest of this transformation is that the initial spheroidal ðh;uÞ
variables become the true spherical angular coordinates of the transformed point, its radial component

being r0 ¼ ael=2 . If the new function gðr0; h;uÞ � f ðl; h;uÞ is defined, it is obvious that gðr0; h;uÞ can be

now expanded in spherical harmonics in the usual manner:

gðr0; h;uÞ ¼ f ðl; h;uÞ ¼
X
l;m

gml ðr0ÞY m
l ðh;uÞ ¼

X
l;m

f m
l ðlÞY m

l ðh;uÞ: ð3Þ

2.3. Decomposition of a vectorial field in the spheroidal symmetry

In the same way as for a scalar field with regard to the spherical harmonic expansion (see above), the

decomposition of a vectorial field within the Mie representation (see [19]), i.e., into a poloidal part and a

toroidal part, is not appropriate in spheroidal symmetry, because it would involve the true radial r variable
which depends on both l and h in a complex manner. An alternative possibility is the following. Let us
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consider the vector field Vðl; h;uÞ ¼ Vlêl þ Vhêh þ Vuêu defined within the local spheroidal basis ðêl; êh; êuÞ.
Let us define the vector transformation TV:

Vðl; h;uÞ ! V0ðr0; h;uÞ;

where ðr0; h;uÞ is defined as previously by the TP transformation (Section 2.2) and

V0ðr0; h;uÞ ¼ 4 cosh le�2l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
ðVlê0r0 þ Vhê0hÞ þ 4e�2lðsinh2 lþ cos2 hÞVuê0u: ð4Þ

Here, ê0r0 , ê
0
h and ê0u are the usual spherical unit vectors at ðr0; h;uÞ. The main property of this transfor-

mation is that the divergence of both vector fields are related to each other in a very simple way:

r � V ¼ e3l

8 cosh lðsinh2 lþ cos2 hÞ
r0 � V0: ð5Þ

It follows that the vanishing of r � V implies the vanishing of r0 � V0. Therefore, assuming that the vector

field V is solenoidal, i.e., r � V ¼ 0, the usual Mie decomposition can be applied to the vector field V0, and

its true toroidal t0ðr0; h;uÞ and poloidal p0ðr0; h;uÞ scalar fields can then be defined as

V0ðr0; h;uÞ ¼ r0 � r0t0ðr0; h;uÞ
� �

þr0 � ðr0 � ½r0p0ðr0; h;uÞ�Þ: ð6Þ

Returning now to the initial vector field V by using Eq. (4) allows us to define its sphero-toroidal Vst and
sphero-poloidal Vsp parts, according to

Vst ¼ r� a

4
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p st êl

� �
;

Vsp ¼ r� 1

2 sin h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p êhou sp� 1
2 cosh l êuoh sp

� �
;

8>><
>>: ð7Þ

where oa is a short notation for o=oa, and where stðl; h;uÞ and spðl; h;uÞ are the sphero-toroidal and

sphero-poloidal scalar fields of V:

stðl; h;uÞ ¼ e2lt0ðr0; h;uÞ;
spðl; h;uÞ ¼ elp0ðr0; h;uÞ:

�
ð8Þ

Taking into account the expression of the curl in the spheroidal system (see Appendix A), the three

components of V can be written as:

Vl ¼ 1

2a cosh l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p L2 sp;

Vh ¼ 1

4a cosh l sin h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p 2 sin holoh spþ aou st
� �

;

Vu ¼ 1

4a sin hðsinh2 lþcos2 hÞ 2olou sp� a sin hoh st
� �

;

8>><
>>: ð9Þ

where

L2 ¼ �o2h � cot hoh � ð1= sin2 hÞo2u ð10Þ

is the usual angular Laplacian, but written as a function of the spheroidal h variable. A straightforward
manipulation of Eq. (9) allows us to derive the spheroidal scalar fields from a given vector field:
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L2 sp ¼ 2a cosh l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
Vl;

L2 st ¼ �4 cosh l
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p
sin h ouVh þ 4

sin h ohðsin hðsinh
2 lþ cos2 hÞVuÞ;

olL2 sp ¼ �2a cosh l
sin h oh sin h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
Vh

� �
� 2aðsinh2 lþcos2 hÞ

sin h ouVu:

8>>>><
>>>>:

ð11Þ

Note that the first two equations are sufficient to determine both scalar fields. Some similarities with the

expressions for the Mie representation in spherical symmetry may then be emphasized, e.g., about the

sphero-poloidal field, but it is not the general case. In particular, the curl of a sphero-poloidal field is not a

sphero-toroidal field, nor the opposite assertion.
2.3.1. Spheroidal coordinate singularities

In some of the above expressions, e.g., Eq. (9), a singularity occurs for particular values of spheroidal
variables, namely h ¼ 0 and ðl ¼ 0; h ¼ p=2Þ. This is related to the pole problem in spherical geometry, and

the behaviour is worth being considered in the present study. As far as the differential operators are

concerned (Appendix A), and as in spherical coordinate system, the singularities are only apparent, van-

ishing as soon as the expressions are written in cartesian coordinates. Other singular behaviours are dis-

cussed in Appendix B.
2.3.2. Limit a ! 0

The limit a ! 0 should give again the spherical situation. In that case, l goes to infinity, and the fol-
lowing approximations can be made:

ael � 2r; a cosh l � a sinh l � r; h � hs; ol ¼ ror;
êl � êr; êh � êhs ;
TP � 1; M 0 � M ; TV � 1; V0 � V;
t0ðr0; h;uÞ � tðr; hs;uÞ; p0ðr0; h;uÞ � pðr; hs;uÞ

8>><
>>: ð12Þ

and the usual expressions for spherical toroidal and poloidal fields are recovered

Vst ¼ r� rtðr; h;uÞ½ �;
Vsp ¼ r� r� rpðr; h;uÞ½ �ð Þ: ð13Þ
3. Mathematical formulation

3.1. Equation of motion

As a simplified stage of our work, the viscous correction to the ð2; 1; 1Þ (spinover) inviscid mode in

spheroidal geometry is first considered, by linearizing the full equation of motion. An incompressible

viscous fluid is enclosed in an oblate spheroidal container of sphero-radial coordinate lc and eccentricity

ec ¼ 1= cosh lc. The container is spinning with frequency xc around the z-axis (no precession is considered).

The linear, dimensionless equation of motion for the fluid velocity u in the coordinate system rotating with

the container is

ou

ot
þ 2ẑ� u ¼ �r/þ EksDu; ð14Þ
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where / is the reduced pressure and Eks ¼ Ek=e2c the spheroidal Ekman number. Here, the focus parameter a
has been taken as unit of length and x�1

c as unit of time.

To handle the equation of motion more easily, the pressure was first eliminated by taking the curl of Eq.
(14). Projecting on êl and êu then leads to a set of two coupled differential equations for the two remaining

unknown quantities, stðl; h;uÞ and spðl; h;uÞ. Equation with êh is more complex and has not been used.

The main complication arises from our choice of coordinate system. Indeed, terms like ðsinh2 lþ cos2 hÞn=2
enter in the denominator of the starting equations. Removing them in order to use the spherical harmonic

expansion requires to multiply these equations by such half-integer power quantities.

The system to be solved then involves l-derivatives up to the fourth-order, and h- and u-derivatives up
to the fifth and fourth order, respectively. It is worth noting that the u-derivation is straightforward when

the spherical harmonic expansion is considered. Regarding the h variable, the order of the h-derivatives can
be reduced down to first order by using Eq. (10) as many times as needed, the L2 operator introduced being

again well adapted to the spherical harmonic expansion. After some manipulation, the h-dependence in-

cludes numerous terms such as cosn h or cosn�1 h sin hoh, where n can be as large as 7, but no high-order h-
derivative. For sake of conciseness, the corresponding equations are not given here explicitly.

The next step is to use the spherical harmonic expansion for both scalar fields:

stðl; h;uÞ ¼
P

l;m stml ðlÞY m
l ðh;uÞ;

spðl; h;uÞ ¼
P

l;m spm
l ðlÞY m

l ðh;uÞ:

�
ð15Þ

Thus, the h-dependent operators, applied to a function Y m
l , can be expanded into the sum of ðnþ 1Þ

spherical harmonics with the same order m, and degrees of same parity ranging from l� n to lþ n:

cosn hY m
l ðh;uÞ ¼

Pnþ1

p¼1 Cn;pðl;mÞY m
l�nþ2ðp�1Þðh;uÞ;

cosn�1 h sin hohY m
l ðh;uÞ ¼

Pnþ1

p¼1 Sn;pðl;mÞY m
l�nþ2ðp�1Þðh;uÞ:

(
ð16Þ

All the coefficients Cn;p and Sn;p can be written as a function of the only first coefficient C1;1ðl;mÞ ¼ Cðl;mÞ,
through recursive relations which are given in Appendix C. Their expression for some values of n are also

given in Appendix C. The system of equations can then be reduced to expressions which involve partial

derivatives in l and t only, and are expanded in spherical harmonics. Finally, considering separately the

angular part corresponding to each given l value provides a set of coupled equations which include nu-
merous contributions coming from terms with other angular parts up to Dl ¼ 7 (i.e., from l� 7 to lþ 7).

All the expressions have been derived by using Mathematica software.

3.2. Boundary conditions

A first set of equations arises from the no-slip condition u ¼ 0 considered at the outer boundary l ¼ lc

of the container, i.e., for l ¼ lc. From the expression of the three components of u (Eq. (9)) and using the

spherical harmonics expansion for stðl; h;uÞ and spðl; h;uÞ (Eq. (15)), the uðlcÞ ¼ 0 condition leads to the
following relations:

stml ðlcÞ ¼ 0; spm
l ðlcÞ ¼ 0; olsp

m
l ðlcÞ ¼ 0: ð17Þ

A second set of equations comes from the critical disk l ¼ 0. The absence of inner core implies that u and

its derivatives are continuous when passing through this surface, both sides of this surface corresponding to

h and p� h. That leads to the following parity relations for the functions stml ðlÞ and spm
l ðlÞ for small values

of l: spm
l ðlÞ and stml ðlÞ must be odd if ðlþ mÞ is even, and even if ðlþ mÞ is odd. In the present calculation

that implies the vanishing of some quantities like st12nþ1ð0Þ, olsp1
2nð0Þ, o2lst12nþ1ð0Þ; . . .
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3.3. Numerical method

Numerical calculation has been made by using the finite difference method for the sphero-radial variable
l, with a tanhðnÞ-grid in order to increase the number of points within the Ekman boundary layer (total

number of points has been taken as N ¼ 81). For the angular variables, the spherical harmonic expansion

has been truncated to lmax ¼ 64. For the azimuthal part, only m ¼ 1 terms are needed here (see Section 4),

since the (m ¼ �1) terms can be deduced through the general relations:

st�m
l ðlÞ ¼ ð�1Þmðstml ðlÞÞ

�
;

sp�m
l ðlÞ ¼ ð�1Þmðspm

l ðlÞÞ
�
:

�
ð18Þ

The corresponding matrices consist in a penta-diagonal matrix associated with the radial grid, the ele-

ments of which are band-matrices of order lmax, arising from the coupling of scalar field components

having different l values. Moreover, due to the properties of our equations (Eqs. (9) and (16)), two inde-

pendent groups of these components can be considered separately: the first group involves

spm
1 ; st

m
2 ; sp

m
3 ; st

m
4 ; . . ., while the second one, which will be used here below, includes stm1 ; sp

m
2 ; st

m
3 ; sp

m
4 ; . . .. The

implicit Crank–Nicolson scheme has been used for the diffusion term (initial value problem). For each time

step, the inversion of the big penta-diagonal matrix is carried out by LU factorization and Thomas al-

gorithm, in order to avoid keeping in memory the inverse of this matrix. The LAPACK routines have been

used for manipulating the matrices.
4. Application to the (2; 1; 1) spinover mode

4.1. Description of the (2; 1; 1) mode in spheroidal system

The initial condition taken as the starting (t ¼ 0) velocity field in the Crank–Nicolson scheme is the

ð2; 1; 1Þ inviscid inertial (Poincar�e) mode for which all the components are purely linear in the spatial

coordinates ðx; y; zÞ and satisfy the no-penetration condition on the spheroidal boundary of the container

(l ¼ lc) [4,21]:

u211 ¼
z

tanhðlcÞ
êy � tanhðlcÞyêz: ð19Þ

This mode corresponds to a vortical flow around the êx-axis, with a constant-vorticity and no boundary

layer. It is the eigenmode of rotation for an inviscid flow, which is excited when a fluid is in rapid rotation

around the z-axis and its rotation axis is suddenly tilted by a slight quantity [4]. Precession may be viewed as

a sequence of such infinitesimal changes so that it is anticipated that this mode plays a key role in that
problem. Writing Eq. (19) in the spheroidal coordinate system and expanding the corresponding scalar

fields in spherical harmonics lead to three non-zero terms, which involve only m ¼ �1 (here and in the

following, the index m ¼ 1 has been omitted for sake of simplicity):

st1ðlÞ ¼ 1
5
a

ffiffiffiffi
2p
3

q
� 1þ coshð2lcÞ 4þ 5 coshð2lÞð Þ½ � sinh l

sinh lc cosh lc
;

sp2ðlÞ ¼ i
6
a2

ffiffiffiffi
2p
15

q
coshð2lÞ�coshð2lcÞ

sinh lc cosh lc
cosh l;

st3ðlÞ ¼ 16
15
a

ffiffiffiffi
p
21

p
coth lc sinh l:

8>><
>>: ð20Þ

It is worth noting that the boundary conditions of this inviscid Poincar�e solution are verified at l ¼ 0 but

not at l ¼ lc. The values at lN ¼ lc for st1 and st3, as well as the previous one at lN�1 for sp2 need to be
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modified in order to fulfill the outer boundary conditions and to take into account the viscosity (Eq. (17)).

Moreover, the pure solid rotation within the spherical limit (a ¼ 0) is found by applying Eq. (12) to Eq. (20)

st1ðlÞ � 4

ffiffiffiffiffiffi
2p
3

r
r3

a2
; sp2ðlÞ �

i

3
ar

ffiffiffiffiffiffi
2p
15

r
r2 � r2c
r2c

; st3ðlÞ �
16

15

ffiffiffiffiffi
p
21

r
r ð21Þ

or

t1ðrÞ �
ffiffiffiffiffiffi
2p
3

r
r; p2ðrÞ �

i

6
a2

ffiffiffiffiffiffi
2p
15

r
r2 � r2c
r2c

; t3ðrÞ �
4

15

ffiffiffiffiffi
p
21

r
a2

r
: ð22Þ

Only the first (toroidal) term t1ðrÞ then remains dominant within the limit a ! 0, as expected for a true solid

rotation.

4.2. Calculation of the pseudo-vorticity

The expression of true vorticity in the spheroidal system being complex to evaluate, an alternative, more

simple way to estimate the vorticity of the rotating fluid then its time dependence is to calculate its pseudo-

vorticity xpv, which is defined as

xpv ¼
Z
spheroid

r� u: ð23Þ

Within the spherical limit, this vector is nothing else than half of the true vorticity, ð1=2Þr � u. In sphe-

roidal symmetry, expanding the scalar fields of any vector field u in spherical harmonics and integrating

their angular parts leads to the existence of only two contributions, which can be written, in the cartesian

basis, as

xpv1 ¼
ffiffi
p
6

p R lc
0

�Rðst1ðlÞÞêx þ Iðst1ðlÞÞêy
h i

sinhð2lÞdl;

xpv2 ¼ 2
ffiffiffiffi
6p
5

q R lc
0

Iðsp2ðlÞÞêx þRðsp2ðlÞÞêy
h i

dl:

8<
: ð24Þ

It turns out that this pseudo-vorticity xpv, apart a constant prefactor, is nothing else but the projection of
the vector field u on the two orthogonal spinover modes u211 and u2�11 which correspond to the inertial

vortical flows around êx and êy , respectively

xpv ¼ � cothð2lcÞ
Z
spheroid

ðu�211 � uÞêx
	

þ
Z
spheroid

ðu�2�11 � uÞêy


: ð25Þ

The evolution of the system will then be followed by investigating the time-variation of this vector xpv as

well as its dependence on viscosity and eccentricity.

4.3. Numerical results

The pseudo-vorticity xpv can be defined by its magnitude x and its position. As expected from a the-

oretical point of view, x is found to decay exponentially with time according to viscous effects (negative
decay factor k), while the vector xpv is found to remain within the equatorial plane, rotating in a retrograde

way with negative angular speed xd

x ¼ x0 expðktÞ;
ðxpv; êxÞ ¼ pþ xd t;

�
ð26Þ
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where ðxpv; êxÞ is the angle between vectors xpv and êx. Both k and xd have been followed over several

decades of the Ekman number Ek, as shown in Fig. 2 for two different eccentricities, namely e ¼ 0:02 and

0.266. The former value has been chosen close to zero to compare with the spherical situation, while the
other one is noticeably different from zero to appreciate the effects of ellipticity. In both cases, the ex-

pansion of k in power of E1=2
k is approached for low Ekman numbers, while xd tends to saturate toward a

constant which differs from unity as soon as the eccentricity is different from zero. The next term in the E1=2
k

expansion of k and xd is hard to appreciate, because of the limited accuracy of these preliminary results.

Moreover, the same limitation applies for explaining the dispersion of the calculated values at low Ekman

numbers where a much higher radial resolution would be needed. It is worth noting that the inner core,

which is often included in spherical symmetry in order to avoid a singularity at the origin, is not considered

here. In the spheroidal geometry, the singularity is reported to the focus circle, but the effects of this sin-
gular circle seem to be rather limited in the present linear approach where only m ¼ 1 terms are included.

Calculations have been performed for several values of eccentricity ranging from 0.02 to 0.5. Initial e2

dependence is found (see Fig. 3), as expected from previous theoretical analysis [2,4,22]:
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k ¼ k1ðeÞE1=2
k þOðEk; e4E

1=2
k Þ

xd ¼ x0ðeÞ þ x1ðeÞE1=2
k þ � � � with

k1ðeÞ ¼ �2:62� 0:426e2; x0ðeÞ ¼
�2

2� e2
and x1ðeÞ ¼ �0:258� 0:766e2: ð27Þ

The presence of viscosity implies the growing of sphero-toroidal and sphero-poloidal scalars of degree

higher than the initial values 3 and 2, respectively, through the coupling of different l values. All these

harmonics allow us to account for the existence of internal shear layers spawn by the Ekman layer close to
the outer boundary, the thickness of which scales as E1=2

k for all degrees, as shown in Fig. 4 for some low-

order functions. At last, radial and angular resolution has been checked. The angular convergence seems to

be exponential, as no significative change occurs for k and xd between lmax ¼ 32 and 80. For the radial

resolution, calculations performed for N ranging from 81 to 231 are consistent with a quadratic convergence.
5. Perspectives

The present preliminary results of a numerical study of the spinover mode in spheroidal geometry

validate the choice of the method which is developed here. The complexity inherent to the spheroidal
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symmetry (e.g., the non-separation of l and h variables in most of the spheroidal expressions) compared to

the relative simplicity of the spherical case has been overcome by using a spheroidal decomposition of the

velocity field derived from the spherical Mie representation. It is again emphasized that the present nu-
merical results are only an illustration of the formalism developed here to work in a spheroidal geometry.

The present work needs then to be continued by increasing the spatial resolution, in order to accurately

describe the internal shear layers and their eccentricity dependences. Indeed, the e ¼ 0 case appears quite

singular as far as the behaviour of these internal layers is concerned, and it is worth investigating how they

will be modified by a spheroidal boundary. Another challenge will be to include precession (non-linear)

effects within the present formalism, in order to be able to explain some features observed experimentally,

such as fluid instabilities, axial shear structures, etc. [8,9,23]. For such a non-linear study, m 6¼ 1 terms will

have to be considered in the motion equation and the pole problem carefully examined. The true vorticity
will have to be evaluated, giving rise to expressions more complex than in the present study. At last, realistic

geophysical applications would require to include an inner boundary with a possibly different eccentricity,

which would demand to extend the present coordinate system but would simplify the inner boundary

condition.
Acknowledgements

P. Cardin, H.C. Nataf and the Geodynamo team of the LGIT are gratefully acknowledged for their

constant help during this study. Most of the computations presented in this paper were performed at the

Service Commun de Calcul Intensif de l�Observatoire de Grenoble (SCCI).
Appendix A

In this section, some useful relations are given for the spheroidal coordinate system. The connection with

the spherical coordinate system ðr; hs;usÞ is the following:

r ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ sin2 h

q
;

tan hs ¼ tan h
tanh l ;

us ¼ u:

8><
>: ðA:1Þ

Within the oblate spheroidal system, metric coefficients involved in the volume element dV can be written as

hl ¼ hh ¼ a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
;

hu ¼ a cosh l sin h;

(
ðA:2Þ

whence

dV ¼ hlhhhu dldhdu ¼ a3 cosh l sin hðsinh2 lþ cos2 hÞdldhdu: ðA:3Þ

Spheroidal unit vectors can be defined as a function of cartesian ones as:

êl ¼ sinh l sin h cosuffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p êx þ sinh l sin h sinuffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p êy þ cosh l cos hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p êz;

êh ¼ cosh l cos h cosuffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p êx þ cosh l cos h sinuffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p êy � sinh l sin hffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p êz;

êu ¼ � sinuêx þ cosuêy :

8>><
>>: ðA:4Þ
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Finally, differential operators of interest are gradient, divergence, Laplacian and curl,

r ¼ 1

a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q êlol þ
1

a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q êhoh þ
1

a cosh l sin h
êuou; ðA:5Þ
r � V ¼ 1

a cosh lðsinh2 lþ cos2 hÞ
ol cosh l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
Vl

� �

þ 1

a sin hðsinh2 lþ cos2 hÞ
oh sin h

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
Vh

� �
þ 1

a cosh l sin h
ouðVuÞ; ðA:6Þ
D ¼ 1

a2ðsinh2 lþ cos2 hÞ
1

cosh l
olðcosh lolÞ

�
þ 1

sin h
ohðsin hohÞ

�
þ 1

a2 cosh2 l sin2 h
o2u

¼ 1

a2ðsinh2 lþ cos2 hÞ
1

cosh l
olðcosh lolÞ

	
� 1

cosh2 l
o2u � L2



; ðA:7Þ

where L2 is the usual angular Laplacian,

L2 ¼ � 1

sin h
ohðsin hohÞ �

1

sin2 h
o2u; ðA:8Þ
r� V ¼ 1

a cosh l sin h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q êl ohðcosh l sin hVuÞ
	

� ou

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
Vh

� �


� 1

a cosh l sin h
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q êh olðcosh l sin hVuÞ
	

� ou

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
Vl

� �


þ 1

aðsinh2 lþ cos2 hÞ
êu ol

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
Vh

� �	
� oh

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q
Vl

� �

: ðA:9Þ

In all these expressions, oa stands for o=oa (a ¼ l, h or u).
For sake of completeness, we report here below the spheroidal rate-of-strain components:

elh ¼ 1
a ol

Vhffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p
� �

þ 1
a oh

Vlffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p
� �

;

elu ¼ cosh l

a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p ol
Vu

cosh l


 �
þ 1

a cosh l sin h ou Vl
� �

;

ehu ¼ sin h

a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþcos2 h

p oh
Vu
sin h

� �
þ 1

a cosh l sin h ou Vhð Þ:

8>>>>><
>>>>>:

ðA:10Þ
Appendix B

B.1. Spheroidal coordinate singularities

A first critical behaviour could be related to the densification of a grid near the poles if a grid was used in

real space. However, as in spherical geometry, this problem could be fixed by considering the spherical

harmonic expansion (see Section 2.2), at least for values of l not too close to zero. From Eq. (2), it turns
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out that the length element ds along a constant-l line as a function of h is related to the corresponding

element ds0 after transformation TP by

ds0 ¼ r0

a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q ds ¼ el

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sinh2 lþ cos2 h

q ds:

Therefore, ds0=ds remains within the interval ½1� expð�lÞ=2 coshðlÞ, 1þ expð�lÞ=2 sinhðlÞ�, which di-

verges only near l ¼ 0. If a uniform grid is considered when the spherical harmonic expansion is per-
formed, i.e., ds0 ¼ constant, the grid ds in real space will remain moderately distorted, except near the

critical focal circle (l ¼ 0, h ¼ p=2). This situation will have to be carefully examined if a grid is used (this is

not the present case).

Another critical behaviour occurs for the expression of vectors around h ¼ 0 (Eq. (9)), as the unit vectors

êl and êh are no longer defined. However, returning back to the cartesian coordinate system and performing

an expansion of Vx; Vy ; Vz as a function of h allows one to raise the singularities. After expanding the sp and

st scalars in spherical harmonics, the following expressions are obtained for the limit of a vector V on the z-

axis in the present case (m ¼ 1):

Vx ¼ �1

2a cosh2 l

P
l ohY

1
l ð0; 0Þ aIstlðlÞ � 2RolsplðlÞ

� �
;

Vy ¼ �1

2a cosh2 l

P
l ohY

1
l ð0; 0Þ aRstlðlÞ þ 2IolsplðlÞ

� �
;

Vz ¼ 0:

8><
>:

At last, a critical behaviour occurs for the expression of vectors around the focal circle (l ¼ 0, h ¼ p=2),
where the unit vectors êl and êh are no longer defined. However, the same procedure as above allows one to
raise the singularities and to obtain the following expressions for the limit of a vector V:

Vx ¼ Vy ¼ 0;
Vz ¼ �

P
l lðlþ 1ÞR splðlÞohY 1

l
p
2
;u

� �� �
:

�

Appendix C

In Eq. (16), all the coefficients Cn;pðl;mÞ and Sn;pðl;mÞ can be expressed as a function of the only coef-

ficient C1;1ðl;mÞ ¼ Cðl;mÞ, according to the relations given here below. It is worth noting that these rela-

tions can be obtained step by step by using the following equations:

cosn hY m
l ðh;uÞ ¼ cos hðcosn�1 hY m

l ðh;uÞÞ;
cosn�1 h sin hohY m

l ðh;uÞ ¼ cos hðcosn�2 h sin hohY m
l ðh;uÞÞ:

A straightforward manipulation allows then to deduce the following recursive relations:

Cn;1ðl;mÞ ¼ Cðl� nþ 1;mÞCn�1;1ðl;mÞ;
Cn;nþ1ðl;mÞ ¼ Cðlþ n;mÞCn�1;nðl;mÞ

and for 1 < p < nþ 1:

Cn;pðl;mÞ ¼ Cðl� nþ 2p � 1;mÞCn�1;pðl;mÞ þ Cðl� nþ 2p � 2;mÞCn�1;p�1ðl;mÞ:
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The same expressions are valid if the Cn;pðl;mÞ0s are replaced by Sn;pðl;mÞ. That leads to the following

relations for values up to n ¼ 3:

C1;1ðl;mÞ ¼ Cðl;mÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlþ mÞðl� mÞ
ð2lþ 1Þð2l� 1Þ

s
;

C1;2ðl;mÞ ¼ Cðlþ 1;mÞ;
C2;1ðl;mÞ ¼ Cðl;mÞCðl� 1;mÞ;
C2;2ðl;mÞ ¼ Cðl;mÞ2 þ Cðlþ 1;mÞ2;
C2;3ðl;mÞ ¼ Cðlþ 1;mÞCðlþ 2;mÞ;
C3;1ðl;mÞ ¼ Cðl;mÞCðl� 1;mÞCðl� 2;mÞ;

C3;2ðl;mÞ ¼ Cðl;mÞ
Xlþ1

k¼l�1

Cðk;mÞ2;

C3;3ðl;mÞ ¼ Cðlþ 1;mÞ
Xlþ2

k¼l

Cðk;mÞ2;

C3;4ðl;mÞ ¼ Cðlþ 1;mÞCðlþ 2;mÞCðlþ 3;mÞ;
S1;1ðl;mÞ ¼ �ðlþ 1ÞCðl;mÞ;
S1;2ðl;mÞ ¼ lCðlþ 1;mÞ;
S2;1ðl;mÞ ¼ �ðlþ 1ÞCðl;mÞCðl� 1;mÞ;
S2;2ðl;mÞ ¼ �ðlþ 1ÞCðl;mÞ2 þ lCðlþ 1;mÞ2;
S2;3ðl;mÞ ¼ lCðlþ 1;mÞCðlþ 2;mÞ;
S3;1ðl;mÞ ¼ �ðlþ 1ÞCðl;mÞCðl� 1;mÞCðl� 2;mÞ;

S3;2ðl;mÞ ¼ Cðl;mÞðlCðlþ 1;mÞ2 � ðlþ 1Þ
Xl

k¼l�1

Cðk;mÞ2Þ;

S3;3ðl;mÞ ¼ Cðlþ 1;mÞð�ðlþ 1ÞCðl;mÞ2 þ l
Xlþ2

k¼lþ1

Cðk;mÞ2Þ;

S3;4ðl;mÞ ¼ lCðlþ 1;mÞCðlþ 2;mÞCðlþ 3;mÞ:
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